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1. }l'TRODCCTlON

Characterization of K-functionals is an important aspect of the theory of
interpolation spaces. For the couple L p and W~(cpr), we found in [4] a new
kind of modulus of smoothness that is equivalent to the K-functional. This
has had many applications in approximation theory (see [4, Part II]). In
particular, the K-functional is related to the characterization of the rate of
approximation given by different approximation processes. Earlier attempts
in this direction (see, e.g., [1,2]) suggested the use of ordinary weighted
moduli of smoothness. However, as it has been shown, this is possible only
for p = x (for p = 00 see [3, p. 322]). In the present work, we pursue
further this line of investigation. Being aware of counterexamples in [6]
which show that such equivalence is not possible for L p , I ~ p < x, we
show here that the characterization of the K-functional of a function f is
possible by some weighted ordinary modulus of smoothness of a related junc
tion (not f itself). In the last section we give several concrete applications.
This demonstrates how our theorems characterizing the K-functionals are
used to determine the rate of approximations for various approximation
processes.
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We now describe the problem and solution in more specific terms. The
K-functional between Lp(a, b) and W~( cpr) (weighted Sobolev space with
weight cpr) is given by

K (f, tr) = inf (H! - gil + l' !!cprg(r)ll ). (1.1)
'.CP ., P gfr-l)EACl

oc
P P

We proved in [4, Theorem 2.1.1] that, under suitable conditions on cp
(cf. [4, Sect. 1.2]), the modulus of smoothness,

O)~(f, t)p= sup II J ;,q>!II p'
O<h~1

is equivalent to the K-functional in (1.1), i.e.,

(1.2)

(t --> 0 + ). (1.3)

Note that in (1.2), the increment hcp(x) changes as x varies through
(a, h) while our aim here is to find another expression of smoothness (of a
related function) which is formed by constant increments (i.e., for which
the "step weight" is 1) and which is still useable to describe Kr.<p(f, 1') p. We
shall show that this is possible under some natural assumptions. A com
plete characterization of the important case when the K-functional satisfies

for t --> 0

will be given.
Section 2 contains the notations and our terminology. In Section 3, we

state our main results, the proofs of which will be given in Section 6.
Section 5 is devoted to some preliminaries to these proofs. In Section 4, we
discuss an example which shows that our theorems are sharp.

Finally, in the last section, we synthesize our results with earlier ones to
derive theorems on polynomial and operator approximation. It should be
noted that these results, which are applications of the main theorems, are
of utmost importance here. They are particularly essential because of the
technical nature of the main theorems of this paper. On the one hand,
these applications show the generality and nontriviality of our results by
providing rather surprising equivalences between approximation errors and
some (strangely related) smoothness conditions. On the other hand, the
failure of the above equivalences for L p with p > 2 (while valid for p < 2)
perhaps explains why these results were not discovered previously and
underlines the necessity of the new measure of smoothness given in [4]
that provides equivalences for all L p spaces in a uniform way.
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2. NOTATIOSS AND TERMI:'-iOLO<;Y

The weight functions IV on (a, b) s; R discussed in this paper are positive
measurable functions on the interval (a, h) s; R which are bounded away
from zero and infinity on every compact subinterval of (a, h). Since, by
linear substitution, we can carry (a. b) into one of the intervals (0, 1).
(0. x,), or (-x, ,x,), we can always assume that (a, h) is one of these.

Let j ~ g mean that 1/e,::; f/g ,::; C for some constant C in the range con
sidered. For example, 'j'(x) ~ g(y) if x ~ y" means that if l/C,::; xiy'::; C.
then l/C\ '::;f(x)jg(y),::; C 1 for some C!.

We shall consider Lf' spaces and assume throughout the paper that

1,::; p< x,. (2.1 )

For a weight function cp and a positive integer r, the weighted Soboley
space W;(cpr) is given by

wr(mr)={jlfrr-l)EAC mrf1r)EI}
p 't' 1. 'Ioc' ...,... "p ,

where pr 1) E AC10c means that f is (r -- I )-times differentiable and its
(r - 1)st derivative is locally absolutely continuous; i.e.. it is absolutely
continuous on every compact subinterval of (a, h).

Even if we restrict our interest only to the K-functionals of the form
(1.1), in our considerations, weighted Lf' spaces inevitably appear (sec [4,
Chap. 6]). Therefore, we might as well introduce an additional weight w
and the weighted K-functional Kr.'!JU; n .... ? givcn by

The corresponding weighted analogue of (1.2) is defined in a slightly more
complicated way and we shall introduce it after having said something
about ({J and w.

We will not give the exact general conditions on cp that ensure (1.3).
These can be found in [4, Sect. 1.2]. For our purposes it is enough to make
the following natural assumptions. We assume that there exist two num
bers fila) and 13(h) such that fJ(c)~O if c (where c is equal to a or h) is a
finite endpoint of (a, h), and fi(c) ~ I if c is infinite. We further assume that
when (a, b) = (0, 1), (0, if) ), or ( - x.), w),

r""'
as x-->a+O (([=Oora= -x)

cp(x) ~ x!3(e<) as x --> x (h= X,i) (2.3 )

(l-x)!I(I) as x-d -0 (h= I).
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Since cp ~ t/J implies Kr.", ~ Kr.liJ' we can assume (and this is the second
assumption made throughout the paper, the first being (2.1)) that
cP E C(a, b) and in certain neighbourhoods of a and b the equivalence "~"
becomes equality in (2.3). For example, if (a, b) = (0, 00), then we assume
that

and

cp(x) = x{3(0) for 0 < x < 1

for x> 2.

To discuss the K-functional Kr.",(f, t')w.P' we will make the following
assumption about the weight w. There exist two numbers yea) and y(b)
such that

r(C) ~ 0

and

if C (e = a or C = b) is a finite endpoint with 0 ~ p(e) < 1

rl*J as x-+a+ (a=Oora= -(0)

w(x) ~ x,(OC) as x -+ co (b = (0) (2.4 )

(l-x)7ll) as x-+ 1- (h = 1).

Note that 'r( c) is not restricted if c is not finite or if P( e) ~ 1. These assump
tions are satisfied by most weight functions cp and w appearing in applica
tions (see Section 7 below).

The symmetric rth difference is given by

and the forward rth difference by

When the expression wLJ~",f appears in the norm Lp(a, h), it will be
assumed that LJ~<pf= 0 if (x - rhcp(x)j2, x + rhcp(x)j2) % (a, b).

For simplicity, we define the weighted analogue of (1.2) only for (a, h) =
(0, co). In this case, we overcome the difficulties near both finite and
infinite endpoints and, therefore, the corresponding definitions and proofs
for (a,b)=(O, I) and (a,b)=(-oo, (0) should not cause any problem (d.
[4, Sect. 6.1 and Appendix B] and the discussion at the end of the proof of
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Theorem 1). Thus, let (a, h) = (0, Xi) and when fJ(O):): 1 or 1'(0) = 0, we
simply write

w~(f, t)w,/, = sup IlwJ;''P'l':p'
O<h·'!{(

In the remaining case, that is, when O~fJ(O)< 1 and ','(0»0, we define

(!)~/f; t)",,,= sup liwl1;'",f1i/.p(/,-.:l+ sup Uw1;''I'fIILp(o.12/')'
O<h~1 O<h~{

where (for t < 1)

With these notations, we have [4, Theorem 6.1.1 ]

Kr, 'f'(f. nil,,, '" OJ~u; I)",,, (t --> 0).

We will use the notation

A~B

(2.5 )

(2.6)

extensively rather than the expression "there exists a constant c such that
IAI ~c IBI."

3. MAIl' RESULTS

Let ['(x) he given by

,x dt
r(x) = I 

"l/2q>(t)

and let

(}=r- I (3.1 )

be the inverse function of r We observe that r maps (a, b) (where (a, h)
is = (0, 1), (0, x), or ( - x" Xi)) onto an interval (A, B) and (} maps (A, B)
onto (a, b). With this notation, we will prove the following result.

THEOREM 1. Assume 1~ P < x and

I'lc)+(l-r)(I-{f(c))> -lip if c(c=aorc=b)

is a finite endpoint of (a, b) with 0 ~ (J( c) < 1. (3.2)

For F = f' 0 where () is defined by (3.1), both
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and

hold.
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This gives the type of comparison mentioned in the Introduction since in
the definition of OJ~(J, t)w.p, the increment h is constant; i.e., the "step
weight" is identically equal to 1, w~(}: t)w.P is an ordinary weighted
modulus of smoothness.

Remarks. 1. Note that OJ:)J, t)".p is defined on (a, b) while
w;(F, 1)(".8)(""8)I;P.p is defined on (A, B).

2. The result holds for many other r's and O's as well. For example,
if (a, h) ,= (0, oc,) and fJ: (0, 'X:) --+ (0, oc,) satisfies eE C(O, oc,), (J' ~ <p <) 0,

and for 1< i <r

then this e can replace the 0 given in (3.1).

3. Note also that if X is a linear mapping between (A', B') and (A, B),
then Theorem 1 holds for 0 if and only if it is true for e = 0" X (cr. (2.6».

We shall use these remarks in the proofs and in our applications.
As the value of r becomes larger, the condition (3.2) becomes more

severe. Therefore, it is important to give comparisons under the following
less restrictive assumptions.

THEOREM 2. Suppose I <P < x,, F = f c 8, 0 < s < r for the integers sand
r, and

5+:)(e)+(1-r)(I-[3(e»)> -lip if c(e=aorc=b)

is a finile endpoint wilh 0< [3(e) < 1. (3.5)

Then the assumption

(3.6 )

implies ps. I) E A Cloe and

• r

OJ~(F, t)(w'8)(<p.Or"I:r,p ~ t' J
o

(OJ:,(J, U)w.p/u
H 1) du

+ t'(fer) + I: wI il p). (3.7 )
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Conversely (where (3.5) still hold\'), the assumption

" 1

f(f)=1 (w~(F,u)I" A)(ip (})")I',,,/u'll)du<x
'0

implies FIS - I) E AC1<)c and

-/

w:,(f, tL. p ~ t' I (w'I(F, u)(", ,Ii)(", (i)"'e.,,/l1'· I) du
'0

9

Observe that we have

r1 ~tt'l (wr(j'u) /u s -tI)du3--t'l ur
., Idu3--(

(jJ , w.pf -:/'. :/" ,
'0 "0

i.e., the first term on the right of (3.7) or (3,8) is the significant term. We
also mention that for s=r-l, (3.5) is always valid,

Finally, we turn to the characterization of

w:,Cf, tL. p = C(t')

and, hence, that of Kr",,(j; I)"" = C(t').

THEOREM 3. Suppose 1~ p < ct:;, HIE Lf,(a, h), 0 < 'J. < r, and s = [::t] ily.
is not an integer and s ='1 -- 1 if it is. 71len for F('! = liS) D,

implies that ps -1 J E ACloc and

(J)~(F, 1)(l; Ii)(", Ii"-'P.,,=('(t').

(3,9)

(3.10)

Converse/y, for f = F, D . I, (3.10) implies that F(s . II E A C loc and for II'I =

F(')oO 1 (3.9) holds.

COROLLARY 1. Under the assumptions (!{ Theorem 3

and (3.10) are equivalent.

4. AN EXAMPLE

In this section, we show that the results in the preceding one are sharp.
First of all, notice that the term t r II Hf:: p on the right of (3.3) is needed
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even if its order of magnitude is usually smaller than that of (j)~Cr. IL,.p' In
fact, iff is a polynomial of degree at most (r - 1), then w:,(f, It, p '= 0 while

w~(fcO, t)w,p~O for r> 1.

Recall that for any f which is not a polynomial of degree at most r - 1 and
for any weight function W,

lim inf w:,(f, tL.plt' > 0
I -. o~

(cr. [4, Sect. 4.2] or (2.6)).
With regard to the range of parameters in Theorem 1, we have:

ASSERTION 1. Suppose 0 ~ P< 1, cp(x) = xli, w(x) = Xl, ( ~ 0, 1~ p < x"

and

y+(l-r)(l-IJ)~-l/p, (4.1 )

(i.e., assume that (3.2) does not hold). Then the conclusion of Theorem 1fails.

Proof Let fE C(O, oc) such that

. {(l-P)X 1
' fllogx-xl -I!

j(x) = 0

We can choose (see Remark 3 of Section 3)

if O<x< 1

if x> 2.

r(x)=(l-P) ru - fJ du=x l -/3
()

and

O(x) = Xl.(l - If).

Then

(fe O)(x) = x log x - x

and

(foG)' (x)=logx.

Hence, we can write (see also [4, Sects. 3.4 and 8.5] and (5.7) below)
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w~(fo(), t)(""'II)(4' OJ'p,p

'''-' t r {II I(w" O)(U)((<p: 8)(U))lil' (f (j)lr) (ulI" du}l/I'
" r/

11

{
t r Ilog t/ IIP

"- (1 -t (i +-lip):fl- Pl

On the other hand,

if equality holds in (4.1)

if strict inequality holds in (4.1 ).

w~Jf t)" p - t r {( Iw(u) <pr(u) jfrJ(uW dU} 1'1'
• (rl)' II - III

{
t' ilog til + lip

- t 1 -t(yl-J/p)(1 -/')Ilogtl
if equality holds in (4.1)
if inequality holds in (4.1 ).

These two moduli have different orders. I

5. PRELIMINARIES TO THE PROOFS

We first quote from [4, Theorem 6.11] the following result.

THEOREM A. Le( <p, w, p, and r sa(i.~ry (2.3), (2.4), and (3.2). Then

(5.1 )

It wiIl be important to observe:

THEOREM B. The equivalence (5.1) is also valid if (a, h) = (-x:, x),
<p == I, and

(5.2)

where W is a weight function satisfying condition (2.4) on (0, x).

Since (5.2) implies that W(X)-IV(Y) if x-y-l when x-> ±x, the
proof of Theorem B is an easy modification of the proof of Theorem A
in [4].

Notc that (5.1) implies that if qJ -ljt, thcn OJ;)1; t )". I' - (J)~(f, t )". r'
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In the proofs of Theorems 1-3, we shall need the concept of (weighted)
main-part moduli. To avoid unnecessary complications, let us consider
only the case (a, b) = (0, oc;) as (a, b) = (0, l) can be handled similarly (see
[4, Sect. 6.2 and Appendix BJ) and as for (a, h) = (- 00, oc;), the main-part
moduli and the moduli defined above coincide.

If (J(O) ~ I, we write

Q~(f, tL.op = w~(j; fL. p = sup l!wA~",I:lp'
0·..:::: 11 ~ (

In the remaining case, 0 ~ (J(O) < 1, we wrile

Q~p(f, f) .... p= sup iiwL1~",Iii/",(h",cc),
O<h~1

(5.3 )

where h* = (rh)l/Il -{itO»~ (see (2,5», Thus, Q and w differ only for P(O) < 1
and the difference in their definition is that in the expression of Q, we avoid
a small neighbourhood of 0, Let us mention that the cases {J(O) ~ 1 and
{J(O) < 1 are different because {3(0) ~ 1 implies

(x -rh<p(x)/2, x+rhrp(x)/2)£(O, (0)

for small h and every x> 0, while for 0 ~ P(O) < 1, this is true only if

x~(l/2)1/(l -fl)(rh)l/(l -fll=(l/2)I/(1-I'lh*.

The corresponding main-part K-functional is given by

if {J(O) ~ 1 and

.x:,,,,(f, t')",p == sup inf {I/w(f - g)/ILpW. cc l + hr f!wrprgir)il/_p(hO,oo)}
O<Iz~t ~v 1)£ ACio(

when 0 ~ P(O) < 1.
In [4, Theorem 6.2.1], we proved

.1("",(f, t'),,-, p ~ Q~(f, t)w. p (t -+ 0). (5.4 )

Using this equivalence, we derived in [4, Sects. 6.2-6.4 ] many properties of
Q which display complete analogy with ordinary moduli of smoothness, for
example (see [4, Theorem 6.2.51),

(5.5 )
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and for ;. ~ 1 (see [4, (6.2.8)]),

13

The converse of (5.5) is the Marchaud-typc inequality [4, Theorem 6.4.2].

In [4], we considered more general weights than the ones above and
(5.6) was proved under the assumption that

,'(e) + rfJ(c) > -liP

if e (e=a or e=h) is a finite endpoint with O~fJ(e)<x, but as 'i'(c)~O,

this is always true in the case dealt with here.
Finally, the moduli (j) and Q are connected by [4, Theorem 6.2.2J

Q:,U; t)II.P ~ w~.U; t)",.P ~ I' (Q:,C(' u)".p!u) du. (5.7)
·0

In particular, for ex> 0,

w~t(' tL.p=(f;'(t~)¢>Q~J/; tlw." = f!,(t').

In the next section, the following lemmas will be used extensively.

(5.8 )

LEM~fA I. Suppose W is a weight function on an interval (c, d), 0 ~ e ~

2e ~ d, and W(x) - W(y) if x - y. Then for °~ i ~ r,

II W(x) X'gli)(X)U Lp(,.d) ~ II W(x) g(x)ll Lpl,.d) + !i W(x) xrglr)(x)il (,,{l.dl·

Pr(}(~/ We make usc of the inequality [3, p.310)

'I filii A 1/1- i I" '1Ir j'l Ir)I'I g Lp(f) ~ Igil Lplfl + ! I, gl i.pU) (5.9)

where I denotes an arbitrary interval. We can decompose (e, d) into
disjoint intervals Ik = (~ko IJd with I ~ (lJk - ~dgk ~ 4 for every k. Then
(5.9) implies

I:W(x)xj.R(i)(x)ll~p(h)~ WP(~d Ilkl'P l!g(i)H~I'(h)

~ WP(~d II gil i.UA) + WP(~k) Ilklrp :!g(rllljpUd

~ II Wgil ~pUKl + :1 W(x) xrg(rl(xl!l ~Pkl'

Summing these up for all k and taking the pth root, we obtain the state
ment of the lemma. I

6400J:I-2
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LEW.tA 2. If W is a weight function on an interval (c, d), d~ c + I, and
W(x)'" W(y) when x- y'" I, then for O~i~r,

Proof The proof coincides with the preceding one if we divide (c, d)
into intervals {lk} of length between 1 and 2. I

LEMMA 3. Suppose 0 ~ c ~ 1 and g(x) = 0 for x ~ 1. Then, under the
assumptions

p>-I/p,

and g(1 - \) E AC we have 'or 1~ i ~ rloe' J~ -.-: ~ ,

'( P (1)11 II p-t-r- i (/)11I x g Lp(d) ~ ,x g I-p(c.1)

(5.10)

(5.11 )

uniformly in c.

Proo/ It is enough to prove the statement for i = 0 and r = 1, since the
general case follows from it by iteration.

Our assumptions imply that

g(x)= -f''' g'(u)du.
.. J,:

Applying Hardy's inequality (see [5, p. 273] )-and this is where we need
(5.10)---to the function

• a:;

g*(x)= -j g'(u)X(c,l)du,
X

where X(c, 1) is the characteristic function of the interval (c, 1), we have

=-p- -11:rP + 1 'II Ipp + I· g L,,(c.l)·

LEMMA 4. If
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then P' - !) E AC1oc ,

f'r - 5 (s J K r' ,. s + 1Qcp (f ,t)",ps.P ~ 0 (QcpU uk p;u ) du

and

I[Wm·,.,IS) 'I .-:<f1 (Qr(J, t) '{"'f l)dt+ llli'(I'
1,"t"J IlP~ tp' wop! ,I ~ \lp'

o

(5.12 )

(5.13)

Pr()(~f The first assertion of the lemma and (5.12) is the content of [4,
Theorem 6.3.1]. ps - I) E AC10c now implies

lim L1~cp(xJ(x)ltS = qJ'(x) Psl(X)
, -.0

and, therefore, using Fatou's lemma we have

:lwqJ~rc')lip ~ lim inf Q~(J, tL,p/t s
•

t -+0+

According to (5.6),

,·1
Q s ( I') I' I (Qs + I(}') . s + 1) d II 1'1'cp.,t".pt~ 'P ,u".p/u U+,W lip'

",

The iteration of this yields

(a.e.)

(5.14)

"1 ~ 1 ~ 1

Q~(j;t)w.p/tS~1 J ·.. 1 (Q~(j;u)",p/ur)dudtr,!· .. dtj+il»f!lp
"'I 11 -'1,.-.1-

~ 1

~ J (Q~(j; U)w.p/U
s

+ 1) du + [1\1./11 p,

which, together with (5.14), proves (5.13). I

6. PROOFS OF THEOREMS 1-3

Proof of Theorem 1. We carry out the proof first for the case
(a, b) = (0, 00), because in this case we must deal with the difficulties
caused by both finite and infinite endpoints. The other cases, that is,
(a, h) = (0, 1) and (a, b) = (- 00, 00), will be handled similarly at the end of
the proof.

Thus, let (a, b) = (0, 00). We may assume that

qJ(X) = xlI(O) on (0, 1)
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and
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<p(x)=xfJ(X) on (2, <x:).

Let IjI 1, IjI 2 E C(O, x;) be monotone functions such that

if x < 1/2
if x> 3/4

and

if x< 3

if x>4.

We write

f = fiji I + f( 1 -1jI 1)( 1 -1jI 2) + .fiji 2 == fl +.f2 + /3'

It follows easily from Theorems A and B, given in Section 4, and from (5.9)
that

and for F = (".0 ()1 Jl ,

w~ (Fj , t) (w, 0)(",·, e)l/p. p ~ w~ (F, t) (wo 0)('1" O)I.p, P

+ lI(wcO)(<poO)liP Flip.

Therefore, it is sufficient to prove Theorem 1 separately for fl' f2' and f3'
It will be easiest to prove (3.3) and (3.4) of Theorem 1 for f2 because the
support of /2 lies in [1/2, 4]. In fact, by the proof of Theorem A or by
Theorem A and (5.9), there exists, for every 0 < t < 1, a function g such that
supp g£(1/4, 5) and

(6.1 )

Making use of the substitution x = 8(u) and the formula 8' = <p" 8 (d.
(3.1)), we have

II (w 0 O)(<p c O)l/P (j~ 0 8 - go 0)11 p ~W:U2' t)w, p' (6.2)

As the functions j~ and g vanish outside (1/4, 5), we will be interested in
the interval (0- 1(1/4),0- 1(5)). On (0- 1(1/4),0- 1(5)), we have
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with some constant C. Furthermore, (g 8 8 )(1) is the linear combination of
terms of the form (gU) 0 0) aU,) ... OUs) which satisfy

Lemma 2 now implies

1

~ ii(goOnp~ L ilgU)oOi!p
i ~ )

...;:: " !lgU)11 ...;:: 'Ig(r)i' + j'ig'i
~ L I. I P ~ I, I Pl._ I. P

i= 1

(6.3)

The last step of (6.3) follows from the fact that II' and ep are bounded away
from zero on (1/4,5) and hence, on the support of g andj~. The relations
(6.2) and (6.3) imply via Theorem A and (6.1) that (3.3) is valid for j~. The
inequality (3.4) for j~ can be demonstrated similarly.

The proof of (3.3) and (3.4) for II and j~ requires more sophisticated
arguments. Let us begin with fl'

Proof oI Theorem 1 for II' We write I = II and thus suppose that
f(x) = °for x ~ 3/4. First we will show that for every t > 0, there is a
function g = g, such that g vanishes on (4/5, x;) and

'I '(f )1' +t'l' , r (r)I' A, '(f, t')I, Ii- - g II p IIWep g ,[ p ~ OJ if' ' w. p' (6.41

(6.5)

In fact without the requirement that g vanishes on (4/5, (0), (6.4) follows
from Theorem A of Section 5 and from the definition of the K-functional
Kr,,,,(f, nw.p. But if (6.4) is valid for some g (not necessarily supported on
[0,4/5]) which we call g*, we can show that it is also valid with g= g*t/J
where t/JECCX-(O, x), t/J(x) = 1 for XE [0, 3/4], and t/J(x)=O for
x E [4/5, Cf)) (4/5 rather than 1 is chosen to suit the case (0, 1) to be proven
later as well as the present case). While the estimate of !i w(f - g)11 by
i:w(f - g*)li is easy, we have to use (5.9) to obtain the estimate of
l!weprg (r)i l 'p[3i4.4i5] by i!weprg~)liI.pr3'4.4/S] and i!wg*i l ,.p(3)4,4Sj' (Clearly
!i Weplg(r) II LprO.3,'4 ] = II weprg~)11 Lp [O.3,i4 1 and Ii weprg(r)il,.pr4's, cx..) = 0.)

The estimate (6.4) immediately implies

!I(w e (J)(oyP (f c e- g I' 0)11 p <% w~(f, t)w.p'

If we can show that
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the estimate (3.3) will foIlow from (6.4)-(6.6), Theorems A and B, and
lj'=cp"O.

Also, for every t> 0, there exists G = GI such that G vanishes on
o- I ( 1, oc) and

lI(wcOHcpoO)!ip (.foO- G)l!p+ t r 11(w oO)(cp,O)I/p G(r)i!p

To prove (3.4), which is the converse of (3.3), it is sufficient to show that

ilw(pr(GoO -l)(r)lIl'~ l'(woO)(cpoO)Jip G(r)ll p

+ II(woO)(cpootP GilI" (6.7)

Thus, it remains to prove only (6.6) and (6.7). We will prove (6.6) and
(6.7) for the cases 0~/3(0)< 1, /3(0)= 1, and {3(0) > 1 separately_ Note that
we assume cp(x) = x!J(O) on (0, 1).

Case I: 0~/3(0)< 1. We set /3=/3(0) and hence, (p(x) = xli on [0, I].
The endpoint A (where 0 maps (A, B) onto (0, ex;), cf. Section 3) is finite,
and by linear substitution (see Remark 3 in Section 3), we can assume that

and (A, B) = (0, oc).

Therefore, the expression

is the linear combination of terms of the type

1~ i ~ r.

Hence, to prove (6.6), we have to estimate

for 1~ i ~ r, which, making use of the change of variable x = 8(u), u = X I - II

becomes

1= Ilw(x) g(l)(x)xi-r(l -fillip'

Since w(x) - X:*') on (0, 1), Lemma 3 and the condition

. 1
y(O)+I-r(1-/3(O))> --,

p

(6.8 )

(6.9)



K-FUNCTlO"lALS A:'IID WEIGHTED MODULI

which is valid if we assume (3.2), yield

and this proves (6.6).
We will prove (6.7) in a similar way. The expression

consists of terms such as

19

1 :% i:% r,

and hence, we have to estimate for 1~ i ~ r, the expression

J=i1w(x}Xr{IG(il(XI-{I}X -if!- (r -il!:!'

= !i(wc(})(u)((J'(u)}!:P G(i)(u) u i - r::
p

'

Since

(lI'.e}(u)(8'(U)}I/P~U/(OJ;(I- fn ,{f'(I- (f)p

Lemma 3 implies that if

(6.10)

y(O) f3(O) . i
---'----+ +I-r>--
l-f3(O) (l-fJ(O)}p p

then

for I ~ i ~ r, (6.11 )

J4" i!(wJ(})({;I')'/p G(rJ
1
: p ,

i.e., (6.7) is valid. The assumption (6.11) for i= I is actually stronger than
(6.11) for i> I and for i= 1, it is exactly (3.2).

Thus the proof of (6.6) and (6.7) for II is complete in the case
O~f3(O)< 1.

Case II: //(0)= 1. In this case, we can choose

~x du
F(x} = I -= log X,

"' u
8(x)=e'

and we have (A, B) = (- ex;, ex;). The expression

consists of terms like

for 1~ / ~ r.
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Hence, we have to show
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lI(w c 8){8')I/P g(l)(8) 8'lll
p
(-:;C;,(C)= IIw(x) x'g(/)(x)lI/.

p
(o,OO)

~ I!w(x) xrg(r)(x)!i p + !il-l;gil p

which follows from Lemma 1 of Section 5, This proves (6.6). For the proof
of (6.7), we observe that

(G(log x))(r)

consists of terms such as

1~ I ~ r,

We can now apply Lemma 2 of Section 5 to obtain

\I w(x) x'G(/)(log x) x -'Ii p = ii w(eU) eU!PG(/)(u )Ii p

~ IJ w(e U
) e"'PG(r)(u )!i p + Ii w(e U

) e"!PG( u)ii P

which implies (6.7).

Case III: f3 = fi(O) > 1. For fi> 1, we have(A, B) = (- x, (0) and we
can choose

In this case, the consideration is very similar to that of Case I above. There
are only two differences. The first one is that because of

- r(l - 13) > 0,

we can apply Lemma 1 instead of Lemma 3 and so we need no extra
assumption in the proof of (6.6). The second one is that the norm in J,
given by (6.10), is actually a norm on (- 00, -1) (note that supp G s
e- 1«0, 1)) S (- 00, -1)), hence, we can apply Lemma 1 (more precisely
its (- 00, OJ-variant) to conclude

and here, again, we do not need any assumption on the parameters }'(O),
r, and 13(0) > 1.

Cases I-I II prove Theorem 1 for f = fl'
Finally, we verify Theorem 1 for f3'

Proof of Theorem 1 for f3' Let f = /" Then supp I S; (3, w) and
(p(x) = x P, fJ = fJ(-::I)) ~ 1 on (2. CXJ).
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We follow the consideration used in the proof for II. The functions g and
G in this case can be chosen in such a way that

supp g s; (2, 00) and supp G s; 0 1«2, x)).

We have to prove again (6.6) and (6.7). We distinguish two cases.

Case IV: f3 = f3( x) = 1. We can choose

,·x du
T( x ) = j - = log x,

1 U
O(x) = e'

and the proof coincides with that of Case II above.

Case V: {i = {i( oc) < 1. We can choose

O(X)=Xill -II)

and follow the proof of Cases I and III above. Since in this case, both in
(6.8) and in (6.10), the support of the function is contained in (1, ,x), we
can apply Lemma 1 of Section 5 in estimating J from (6.8) and J from
(6.10) to obtain

and

.J~ II(wof))(O')lPGtrlllp+ !i(wc(})(OyP(i!l p

and this completes the proof, when (a, h) = (0, oc ).
Let now (a, b) = (0, 1). We use the function t/! 1 from the preceding part

of the proof and set

if x> 1/2

if x < 1/4.

We can now write

The estimates for j~ and II are the same as in the proof for the case (0, ex;).

(Note that I2 has support in [1/4, 3/4] and II has support in [0, 3/4].)
Finally, the estimate of/1 is parallel to that offl. (Note that the support

off, is contained in [1/4, 1].) To show this we just replace x by (I - x I.
An alternative way is to use the substitution u = I - x, 11/(u) = »·(x),

I( 11} = I(x}. Then in the decomposition

.1 =It/! 1 +I( I - t/! 1)( I - t/! 3 } + .ft/J 3 == II +f~ + /1 ,
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Il(U) coincides with f3(X), and so the proof applied to I and I, rather than
to / and /1 yields the necessary estimates for j~.

Finally, the case (a, b) = (- 00, oc;) is similar if we use the decomposition

f =.N 1+/( I - IjJ I)( I -1jJ 2) +N 2 == /1 + /2 + f~,

where supp/I£;(-co,3j4), sUPP/2£;[1/2,4], suppj~£;[3,0C;) and in
this case the proof for /1 and j~ will be parallel to the proof for j~ in the
case (a, b) = (0, ex;). The proof for j~ is exactly the same as in the case
(a, b) = (0, co). I

Proof of Theorem 2. Assuming (3.6), we know that /(.1'-- J) is locally
absolutely continuous and

from Lemma 4. Ry slightly modifying the proof of Theorem 1, we can show
that it holds for the main part moduli as well. (Here (5.4) should be used
instead of Theorems A and B.) Therefore, assuming (3.5), we have

Qr-S(!'(s)"lll) 0 -:::Qr-.,(/(S) +l r - s ll Sf(S)I'
1 0 "D, (w"H)(""O)"JlP,p~ 4' ,tw",',,, wcp. 'p'

(See also [4, Sect. 6.2] about the freedom we have in choosing h* in (2.5).)
By [4, Theorem 6.3.I(b)], we have

Q r(F ) sQr -S(F(s) )
1 ,1 (woO)('I',O)'o' I.·P,p ~ I 1 ,1 (w"O)(cpoor" I;p,p'

Furthermore, (5.7) yields

-,
(()~(F, t)w,,, ~ I (Q~(F, u)w,p/u) duo

'0

Combining the above, we have

"+ J ur. 1 II WqJj(s>:1 p du
o

(6.13 )

The relation (3.7) now follows from (5.13) and the above. We omit the
proof of (3.8) as it is very similar. I
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Proof of Theorem 3. According to (5.5) and (5.6),

and

Hence, Hf E L p and

imply

Making use of Lemma 4 (of Section 5), we can derive

(6.14 )

where s satisfies 0 < Yo - S ~ 1. Thus, if we can show for 0 < p ~ 1 that

(6.15)

is equivalent to

(6.16)

whenever w( E L p , we will apply this equivalence to the function j!') (rather
than f) and the weight function Wlps (rather than 1'1') with p = y. - s to
obtain

n2(F(s) I) - /1:(11')
~~t '-(l'\.'d/)(? Of,·lP.p-l l

•

We now use (6.14), (5.8), and (6.13) to deri vc (3.10). The verification that
(3.10) implies (3.9) is identical, we just have to reverse our steps.

Thus, it remains to prove that (6.15) and (6.16) are equivalent. For
fJ(c)~ 1 when c (c=a or c=h) is a finite endpoint, Q=()) and the
equivalence of (6.15) and (6.16) follows from Theorem 1.

When 0~ P(c) < 1 we can no longer apply Theorem 1 to verify that
(6.15) and (6.16) are equivalent, since in Theorem 3 we do not have the
assumption (3.2) of Theorem 1. In this case more delicate consideration is
needed.
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Suppose that at some finite endpoint c we have 0 ~ p(e) < 1. For sim
plicity, we set (a, b)= (0, (0) and o~p=P(O)<1. (The case (a, h)=(O, 1)
with (i(O) < 1 or P( 1) < 1 can be treated similarly.)

We now follow the proof of Case I of Theorem 1.
Thus, we may suppose that !(x)=O on (3/4, (0), q>(x)=xfl , O~f3=

(i(O) < 1 on (0, 1), T(x) = x l
- P, and O(x) -= x i/O fl). We can choose func

tions g and G such that supp g ~ (0, 1), sUpp G ~ (0, I),

II w(J - g)1I Lp(l*, co) + t2
1/ Wq>2g"111.,,(1', <x.,) ~ Q~Cf, tL. p

(with t* = (2t)li(lfll) and

II (IV 0 (I)(<p" 0) lip (J00- G)II Lp(2I.a;) + (2 II (IV c 0)( <p c OJ lip G"II L
p
I21.a;)

~Q~(J"e, t)(wo8)(cp,8)LP.p·

Following the proof of Theorem 1, it is enough to show that for p ~ 1,

implies

and

implies

II . 2 "II A iJ - 2ltcp g Lp(J.,a,)~t

lI(wcO)(mo()I/PG"11 . ~tP-·2
't' 1.,(21, <X..)

(6. t 7)

(6.18 )

(6.19 )

lI(woO(U»)(cpoO(U»llp G'(u)/uII Lp(2r.ooj ~ /p- 2. (6.20)

To prove these implications, we need the following lemma.

LEMMA 5. Suppose

y - 1+ ljp + (2 - p )/6> 0,

Then

{r IxYg"(xW dX}liP

~ tP - 2

"(2nD

<5 >0, P < 2.

(t-+O+)

(6.21 )

(6.22)

implies for g, g' E ACloc with supp g ~ (0, 1), that

{ }
I~

f .IxY- Ig'(X)JP dx ~ (p 2

(21)·
(t -+ 0+ ).
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Assuming Lemma 5, the implication (6.17) => (6.18) follows from

w(x) cp2(X) "" x/tO) + 2/1,

where ')'(O)~O, 1*=(21)1(1 -/1), and

fi'(O) + 2f/) - I + I/p + (2 - p)/(I/(I -{I)) ~ 2[f - 1+ l/p + (I -- (f) > 0

because p ~ I.
Similarly, the implication (6.19) => (6.20 l follows from Lemma 5 since

(11": O(u))(cp (O(uj)t'p "" u(;-(O) e/lp)(1 /3:

and for p ~ I, '1(0) ~ 0,

('{'(O) + flip )/( 1 -fn - I + lip + (2 - p ),/1 > O. I

Proof of' Lemma 5. The relation (6.22) implies that

{

r } I,pJ, Ix'g"(xl/ P dx ~ t(P" 2H

and therefore, using Holder's inequality, we have

r
21 {r 21 }1 j,

" Ig"(x)1 dx ~ 11
- lip J, Ig"(x)IP dx

{

2' }lP
~ t ";' + I 1/1' J, Ix;'g"(x)1 P dx

Adding these together for I, 2t, 41, ... and utilizing the fact that the exponent
-I' + I - lip + (p - 2)/8 is negative (which follows from (6.21 )), we obtain

r I
Ig'(t)I~1 Ig"(x)ldx~t yel 11',(1' 2)0

• I

Hence,

which completes the proof. I
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7. ApPLICATIONS

In this section, we apply our results to some problems in approximation
theory.

Let (J. > 0, and s be an integer such that s < (J. ~ s + 1. In the course of the
proof of Theorem 3, we verified the following proposition.

PROPOSITION. For 0 < 0: < r,

(7.1 )

We shall use this equivalence relation in our first application. Let us
mention that the proof of (7.1) given above actually works for p = 00 as
well (unlike the proofs of Theorems 1 and 2) if Il( c) > 0 when c (c = a or
c = b) is a finite endpoint.

Note furthermore, that we have a certain freedom in choosing () (sec
Remarks 2 and 3 in Section 3).

1. Suppose (a, b) = (-I, I), w(x) = (l +x)i'l (I -X)'2 with /';:?O (w is
a Jacobi weight), and

is the best approximation off by (algebraic) polynomials of degree at most
n. It was shown in [4, Corollary 8.2.2] that for 0 < ~ < r,

En(f)w.p=(!)(n- 'X)~Q~(f, tL. p=6(tC1.)

with qJ(x) =)1 - x 2
• Hence, we obtain from the Proposition given above:

THEOREM 4. Suppose I ~ p ~ 00, !J. > 0, and S I:V an integer satisfying
s < Ci. ~ S + 1. Then

if and only iff1'-I) E AC,oc and

111(cos~)2YI+S+I/P(sin~)212l-'+liPA~f(J)(cosXll'I' =(9(h~ S).
, l.p(2h.7t· 2h)

Here and in the sequel, differentiation has priority over substitution and
substitution has priority over forming second difference, e.g., ll~rS){cos xl
denotes the second difference of the function f(')' cos at x.

The proof of Theorem 3 shows that Theorem 4 is actually true for 1'1'
'12> -Ijpwhcn I~p<x;.
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2. Let (a,h)=(O,co), cp(x)=v~, and w(zl=x'l(l+xr' where
o~,' I < 1 - l/p. The Szasz- Kantorovich operators arc defined by

% ( elk + ll:n ) (l1x)k
S,~f(x) = L n J ' f(u) du e ·nx -,-.

k~O kn k.

In [4, Theorem 10.1.3], we proved that for 1~ p < :x; and 0 < :x < 1,

(7.2)

if and only if

(7.3 )

We may now use the Q-version of Theorem 1 (ef. the proof of Theorem 3)
or (5.7) to obtain the following result.

THEOREM 5. II' 1/2-l/p<"lJ < I-lip and O<:x< I, thell (7.2) IS

equivalent to

One can observe that (7.2) and (7.3) are equivalent even if we assume
only 1'1> -lip, and then the proof of Theorem 3 shows the validity of
Theorem 5 even if 1/2 - lip < /\.

For example, if 0 < :x < I and p < 2, then

if and only if

II I.'PA2 f·( 2)" /t(h 2»,x LJ h. X II Lp l2h. "') = to .

(7.4)

(7.5)

It is remarkable that the example of Section 4 shows that (7.4) and (7.5)
are not equivalent (for some :x) when p> 2 (cf. (7.2}-(7.3)).

3. The Baskakov-Kantorovich operators are given by

Vn*f(x) = k~O (n (:,+-I)!n f(u) dU)(n + ~ - I) xk(l + x)'" \ (X? 0).

The corresponding quantities are (a, h) =(0, :x;) and cp(x) =..,/x( 1 + xl.
The results of this paper and [4, Theorem 10.1.3] imply for p < 2 and
o< :x < 1, that

II V,~f - f If IpIO. x ) = (C (ll .> )
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if and only if (see also Remark 2 in Section 3)

Il x2/PexiPLl2 {(x2eX )11 = 0(hh).h. Lp (2h. y,)

Using Section 4, we note that the above is not valid (for some ':x) when
p>2.

4. Finally, let us consider (a,b)=(O, (0), <p(x)=x, w(x)=
xi'1( 1+ X )1'2, where - 00 <.; 1, '12 < oc, and 1~ P < 00. These are connected
with the Post-Widder inversion formula for the Laplace transform or with
the closely related Gamma operators given by

For any 0< r:x ~ 1 and 1~ P < x, we proved in [4, Theorem 10.1.4] that

Ilw(GJ- f)11/.p(O,cc)=0(n -X)<:>(()~tf, tL.,p=(0(t 2X
).

Theorem 1 now implies:

THEOREM 6. For every 0 < IX ~ 1 and 1~ p < 00,

if and only if

We can look upon Theorem 6 as a constructive characterization of
weighted Lipschitz spaces with weights

w(x) = e Px + e'X, p, r E IR.

Many other applications can be given in connection with combinations
of operators (see [4, Chap. 9]) but we do not wish to get into details.
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